Example: In , ab (because of
) and (because of ) are
maximum repeats, one of which starts at

Let | be a word given as compact suffix tree and I a maximum
repeat in | . Then there exists an internal node x with path label
in the tree.

Note that this lemma implies a maximum number of
maximum repeats in

/ X

Given a compact suffix tree t for text | an internal node x of t is
called left divers, if the subtree with root x contains two leaves
with labels 1 and ; for which holds (Remember that the
label of the leaves denotes the position in the text where the respective suffix
starts).

Let be given as compact suffix tree. Then is a

maximum repeat in |, if and only if traversal along I leads to a
. A A,

left divers internal node.
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As a node is left divers if and only if it has at least one left divers
child the left divers nodes can be determined in linear time
starting at the fathers of the leaves.

Thus we have found an efficient procedure to find the maximum
repeats of a text.

Data in computational biology is gained from
experiments = flawed data.

To e.g. search for genes we must not look for exact repeats but
multiple occurences of similar words.

How can the similarity of words be formalized?

We start with the case of two words.

Consider words Monkey and Money. These are obviously similar as



Consider Money and Honey:

We call these constructions an alignment of the words involved.

Let and and let be a so called gap
symbol. Furthermore let and the
homomorphism induced by for and . An
alignment of 5 and | is a pair of words over > 'satisfying
the following conditions:
, Mouney _ ___
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We take our descriptive representation as -matrix over

In this matrix the following kinds of columns may occur:

The upper word has a gap — in the column.
The lower word has a gap — in the column.
Both symbols in the column are the same
None of the words has a gap in the column and the
symbols do not match.

We may consider an alignment as generating process creating
the lower word from the upper one.



Let S5 and T two words over >, let and .
The scoring o of an alignment of length | is defined by
column at first: For let and

. The scoring of the complete alignment is
then given by the sum of the scorings of its columns

Furthermore a scoring o is always provided with an optimisation
goal

For the function p usually for all is
required.

Let 5 and | two words over > and o an alignment scoring. The
similarity of 5 and | wrt. 0 is the scoring of an
optimal alignment of 5 and T, i.e.

If the choice of © is obvious from context we will omit the index.

How should p, g and the optimization goal be chosen?

Counts the number of insertions, deletions and
substitutions needed at minimum to transfer one word into the
other.

for , and with optimization
goal

Let , for , and
, maximizing.



We talk of global alignments if we consider the similarity of two
words. On the opposite local alignments are used to find similar
substrings.

Solution by dynamic programming from Needleman and
Wunsch (1970). We assume optimization goal

If and are given and ¢ is counted as a prefix, there
are possible prefixes of 5 and possible prefixes of

Create matrix /' of similarities of all pairs of
prefixes.
Entry (we assume line numbers and column numbers starting at 0}
represents the scoring of an optimal alignment of and
is the scoring of the global alignment.

The scoring of an optimal alignment of and the prefix ¢ of
is obviously , , (7 deletions for

).
Analogous the optimal alignment of = and is rated

Dynamic programming: Find the scoring of an optimal alignment
of and assuming the scorings of optimal alignments of all
pairs of shorter prefixes are known.

Two possibilities for the last column of the alignment of and

It consists of symbols 5, and 7, or

exactly one of the rows ends with the gap symbol



In each of the cases the scoring results from the scoring of an
alignment of shorter prefixes plus the scoring of the last column:

First row and first column already initialized.
can be filled by row or by column since we only need
and to determine




Each path through / starting at and ending in and
only stepping to the neighbors to the right, below or to the right
and below corresponds to an alignment of 5 and

A step
to the right corresponds to an insertion,
down corresponds to a deletion,

down and to the right corresponds to a match or substitution.

This observation can be used to determine the optimal alignment
computed in

In each cell of / store, which of the alternatives from equation
(1) contributed the maximum. If there is no unique source of the
maximum any of the sources can be chosen.

Starting in we traverse V/ along the path saved this way.

The alignment is generated from right to left, a step
to the left corresponding to an insertion,
up corresponding to a deletion,

up and to the left corresponding to a match or substitution
depending on if the symbols match.

Running time:

Example: and
for and

Similarity: , three
alignments with similarity

—




Note that there may be exponentially many optimal alignments
(e.g. for and there are optimal alignments),

so it is not recommended to output all solutions in an algorithm.

may also be represented as a graph, the
so-called edit graph

Vertex = Entry in V ( );
Edges = Dependencies of the nodes according to equation
(1) (Edge needs © to be computed).
Edges and with 2,
Edges with

Construction of an optimal alignment <> Searching a path with

maximum weight.

Let and and an alignment scoring ¢ with
optimization goal maximization be given. A local alignment of
and T is a (global) alignment of substrings and

. An alignment of substrings 5 and | is

an optimal local alignment of 5 and | wrt. o, if

Comparison of unknown DNA or protein sequences.
(Often in such sequences only substrings are similar.)
No minimizing!



matches rated 1, substitutions rated and gaps rated
In this case the optimal local alignment is

with scoring 5. (Strong emphasis of the parts in which both words
match.) The optimal global alignment

=
—
—————.
on the other hand is not very significant. D
Smith and Waterman 1981: Compute an matrix
, where gives the maximal scoring of an alignment of a
suffix of and a suffix of

The first line and first column of M/ (corresponding to the empty
word) can obviously be initialized with 0 as an alignment of the
empty word with the empty word with scoring 0 is always possible.

The scoring of an optimal local alignment is now given by the
maximum entry of /. The indices of this entry give the end
positions of the alignment in 5 and

Add edges with weight 0 from vertex to every
other vertex and from every other vertex to . Again we
search a maximal path from to



Global alignment with free gaps at
beginning or end.

There are several variants depending on the location where gaps
are free (beginning, end or both). If e.g. gaps at the end of one
word and at the beginning of the other word are free we can find
an approximative maximal overlapping of the words.

From an algorithmic point of view all variants can be reduced to
global alignments.

We will now discuss the different cases for and
If an alignment of 5 and
of length / contains gaps to the right of symbols 5,,, there exists
satistying and contains only gaps.

If gaps at the end of 5 are rated 0 their consideration leaves the
scoring of the alignment unchanged. Thus it is sufficient to find
the best alignment of 5 and a prefix of 7. Such alignments are
rated in the last row of V7 in our algorithm.

Hence the scoring of the best semiglobal alignment of 5 and 7 is
given by the maximum entry in the last row of

Analogous to the above
considerations we find the maximum entry in the last column of
to give the scoring searched for.

As gaps at the beginning of
do not affect the scoring this case corresponds with an optimal
alignment of 5 and a suffix of
By initializing the first row of // with O our method finds the
searched scoring since instead of scoring the alignment of the

prefix = of 5 with with we can now ignore the first
symbols of / free of charge.

The algorithm will then choose the O in if matches
best.

Analogous to the previous
case we initialize the first column of with



Scoring of gaps: When considering biological sequences an
alignment having several gaps in one block should be rated better
than one having the same number of gaps spread around.

Let 5 and | words and let an alignment of 5 and 1. A
substring with (resp. a substring
with ) is called gap of length
Rate gaps of length & by instead
of , chosen appropriate.

Here /) penelizes general existence of a gap, o gives a contribution
proportional to gap length.

Affine gap scoring can be evaluated using dynamic programming,
the recursions get however much more complicated.

Different mutations (substitutions of amino acids)
give different chances of survival for the respective organism and
thus different rates of inheritance.

Uniform treatise of all mutations very unrealistic.

Find a model allowing for different substitution probabilities
for different pairs of amino acids and representing them
realistically.

Choose parameter of the scoring function
suitable (as scoring matrix).



We call a mutation of a protein accepted if its effect on the
function of the protein is small enough to allow its inheritance.
Two protein sequences 5 and / are one PAM-unit (Percentage
Accepted Mutations) apart, if 5 can be transformed to / by a series
of accepted point mutations (substitutions of single amino acids, no
insertions or deletions) with an average of one mutation per one
hundred amino acids.

Two protein sequences being ¥ PAM-units apart do not
necessarily differ at 4 percent of their positions as multiple
mutations may occur at the same position.

Scoring matrix suitable to compare protein
sequences being © PAM-units apart.

How can such matrices be determined?

The PAM-distance can not be measured exactly in
practice.



